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## Multiple state optimal design problem

$\Omega \subseteq \mathbf{R}^{d}$ open and bounded, $f_{1}, \ldots, f_{m} \in \mathrm{~L}^{2}(\Omega)$ given; stationary diffusion equations with homogenous Dirichlet b. c.:

$$
\left\{\begin{array}{l}
-\operatorname{div}\left(\mathbf{A} \nabla u_{i}\right)=f_{i}  \tag{1}\\
u_{i} \in \mathrm{H}_{0}^{1}(\Omega)
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$$
\begin{array}{rll}
\chi \in \mathrm{L}^{\infty}(\Omega ;\{0,1\}) & \cdots & \theta \in \mathrm{L}^{\infty}(\Omega ;[0,1]) \\
\mathbf{A}=\chi \alpha \mathbf{I}+(1-\chi) \beta \mathbf{I} & & \mathbf{A} \in \mathcal{K}(\theta) \text { a.e. on } \Omega \\
\text { classical material } & & \text { composite mateiral - relaxation }
\end{array}
$$
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$\mathcal{B}$ is convex and compact and $J$ is continuous on $\mathcal{B}$, so there is a solution of $\min _{\mathcal{B}} \mathrm{J}$.
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Then $\left(\theta^{*}, \mathbf{A}^{*}\right)$ is a radial optimal design for $\min _{\mathcal{B}} J$. Moreover, $\left(\theta^{*}, \mathbf{A}^{*}\right) \in \mathcal{A}$, and thus it is also a solution for $\min _{\mathcal{A}} \mathrm{J}$.

## Optimality conditions for $\min _{\mathcal{T}}$ I

## Lemma

$\theta^{*} \in \mathcal{T}$ is a solution $\min _{\mathcal{T}}$ I if and only if there exists a Lagrange multiplier $c \geq 0$ such that
or equivalently

$$
\begin{aligned}
\theta^{*} \in\langle 0,1\rangle & \Rightarrow \sum_{\substack{i=1}}^{m} \mu_{i}\left|\nabla u_{i}^{*}\right|^{2}=c \\
\theta^{*}=0 & \Rightarrow \sum_{\substack{i=1 \\
m}} \mu_{i}\left|\nabla u_{i}^{*}\right|^{2} \geq c \\
\theta^{*}=1 & \Rightarrow \sum_{i=1}^{m} \mu_{i}\left|\nabla u_{i}^{*}\right|^{2} \leq c
\end{aligned}
$$

$$
\begin{aligned}
& \sum_{\substack{i=1 \\
m}}^{m} \mu_{i}\left|\nabla u_{i}^{*}\right|^{2}>c \Rightarrow \theta^{*}=0 \\
& \sum_{i=1}^{m} \mu_{i}\left|\nabla u_{i}^{*}\right|^{2}<c \Rightarrow \theta^{*}=1
\end{aligned}
$$

Ball $\Omega=B(\mathbf{0}, 2) \subseteq \mathbf{R}^{2}$ with nonconstant right-hand side
In all examples $\alpha=1, \beta=2$, one state equation $f(r)=1-r$
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In all examples $\alpha=1, \beta=2$, one state equation $f(r)=1-r$
optimality conditions: $\gamma:=\sqrt{c}>0$ $\gamma$ is uniquely determined by

$$
f_{\Omega} \theta^{*} d \mathbf{x}=\eta:=\frac{q_{\alpha}}{|\Omega|} \in[0,1]
$$

which is an algebraic equation for $\gamma$.
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C: $4<\mu \leq 16$


## Optimal $\theta^{*}$ for case B

As before, Lagrange multiplier can be numerically calculated from corresponding algebraic equation $f_{\Omega} \theta^{*} d \mathbf{x}=\eta$.
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Thank you for your attention!


